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Abstract 
The extraordinary developments in the health sector have resulted in the substantial 
production of data in daily life. To get valuable information out of this data—infor-
mation that can be used for analysis, forecasting, making suggestions, and making 
decisions—it must be processed. Accessible data is converted into useful information 
using data mining and machine learning approaches. The first challenge for medical 
practitioners in developing a preventative strategy and successful treatment plan is 
the timely diagnosis of diseases. Sometimes, this can result in death if accuracy is 
lacking. In this study, we examine supervised machine learning methods (Decision 
Tree, Multilayer Perceptron “MLP”, K-nearest neighbors “KNN”, Logistic Regres-
sion, Random Forest, and Support Vector Machine “SVC”) for anemia prediction uti-
lizing CBC (Complete Blood Count) data gathered from pathology labs. The outcomes 
demonstrate that the Random Forest, Multilayer Perceptron “MLP”, Decision Tree, 
and Logistic Regression techniques outperform KNN and SVC in terms of accuracy 
of 99.94%. 

 

1. Introduction 
 

Anemia is one of the most common blood disorders 
worldwide and can affect all types of people [1]. It is 
important to keep in mind that the majority of blood 
disorders are caused by abnormalities in particular 
genes and can be passed down through families. 
Blood disorders can also be caused by medical condi-
tions, including drug use and lifestyle choices. Ac-
cording to reports, the most popular blood condition 
affecting humans is anemia [2]. Anemia is a condition 
when there are either too few red blood cells or too 
little hemoglobin in them. A person's blood's ability to 
transport oxygen to the body's tissues will be reduced 
if they have insufficient or abnormally few red blood 
cells or if they have insufficient amounts of 
hemoglobin, which is required to deliver oxygen. This 
causes symptoms like weakness, exhaustion, feeling 
dizzy, and shortness of breath. Age, sex, smoking 
habits, and the status of pregnancy all affect the ideal 
hemoglobin concentration needed to meet 
physiologic needs [3]. 

 
1.1. Prevalence of Anemia 
According to the World Health Organization (WHO), 
one-quarter of the world's population suffers from 

anemia, which has a particularly negative effect on 
children between the ages of 6 and 59 months and 
pregnant women [4]. The number of people who suf-
fer from anemia grew globally by 0.3% in 2019 to 
29.90% [5],it affects pregnant women and children at 
rates of 47.4% and 41.8%, respectively [6]. As a re-
sult, societies where anemia is common suffer enor-
mous economic losses [7]. Although the disease's nu-
merous symptoms make it difficult for people to di-
agnose the disorder due to its hidden nature, it is a 
significant and serious problem regardless [8]. To de-
crease anemia's prevalence, it is essential to spread the 
necessary knowledge of its causes and symptoms to 
try to treat this disease as much as possible [9]. 
1.2. Causes and Types of Anemia 
Anemia has many causes; Iron deficiency is thought to be 
the main cause of anemia worldwide, but other nutritional 
deficiencies (such as folate, vitamin B12, and vitamin A de-
ficiency) can be the main causes. Additionally, anemia may 
result from acute or chronic inflammation, parasite infec-
tions, inherited or acquired disorders that disrupt the for-
mation of red blood cells, the survival of those cells, or he-
moglobin manufacturing [3]. For example, the defects in 
hemoglobin or the synthesis of abnormal hemoglobin cause 
different and more dangerous types of anemia, such as 
Sickle Cell Anemia and Thalassemia[10] . 
1.3. Symptoms and Diagnosis of Anemia 
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The first and most crucial step in diagnosis is to identify the 
clinical symptoms and indicators of anemia. However, 
some people won't exhibit any symptoms, and in certain 
cases, a diagnosis will be made based on unexpected labor-
atory results. Patients will have symptoms related to vol-
ume loss in acute situations, including dizziness, syncope, 
and hypotension [10]. Another symptom that can be an in-
dicator of anemia is pale or yellowish skin, which might be 
more obvious on white skin than on black or brown skin. 
Although chronic anemia can be asymptomatic, it can also 
worsen comorbid conditions like angina, heart failure, 
chronic kidney disease, and chronic obstructive pulmonary 
disease [11]. Complete blood count (CBC), ferritin, PCR 
(polymerase chain reaction), and hemoglobin electrophore-
sis are the four primary tests used to identify anemia disor-
ders[12] [13].The most common blood test utilized to eval-
uate general health and identify a variety of disorders [8], 
such as anemia, infection, and leukemia, is the CBC test. 
Hemoglobin (Hb), red blood cells (RBC), hematocrit 
(HCT), mean corpuscular hemoglobin (MCH), mean cor-
puscular volume (MCV), and more are among the almost 
15 parameters that a full blood count test examines [14].                                
This research's primary goal is to construct a model em-
ploying several machine learning algorithms and evaluate 
those algorithms' performances, considering assessment 
criteria for the prediction of anemia using a complete blood 
count (CBC). The main contribution in this paper is as fol-
lows: - 

1. Predicting the anemia percentage helps in avoid-
ing many diseased. 

2. Many machine learning models are proposed for 
predicted the anemia. 

3. The proposed model achieved 99.94% accuracy. 
The remainder of the paper is organized as follows: The 
existing relevant work is outlined in Section 2. Details 
about the dataset will be presented in Section 3. The meth-
odology and models used are provided in Section 4. Then 
there are discussions about the results in Section 5. Even-
tually, you can reach the conclusions of this study in Sec-
tion 6. 
2. Related Work 
Machine learning (ML) techniques have been widely used 
to detect various diseases over the past ten years. This 
makes an early diagnosis easier and raises the likelihood of 
survival. 
There are many different types of machine learning algo-
rithms and techniques, including support vector machines 
(SVM), naive bayes (NB), decision trees (DT), k-nearest 
neighbor (KNN), multilayer perceptron (MLP), hybrid 
classifier machine learning, average ensemble (AE), ge-
netic algorithm convolutional neural network (GA-CNN), 
genetic algorithm stacked encoder (GA-SAE), random for-
est (RF), and support vector machines. According to [6] 
[12] [15], which predicted data in the form of a complete 
blood count (CBC) and built a model to diagnose anemia, 
several papers have been published on the application of 
machine learning to categorize various types of anemia. 
The authors said in [9] that in the past, computerized sys-
tems were created with the assistance of medical profes-
sionals and afterwards converted into algorithms. This ap-
proach took a lot of time, though. Association rule mining 
and decision tree methodologies have produced major so-
lutions to issues in the health industry.  
By utilizing machine learning approaches (ANN, SVM, 
NB, RF, and KNN) to predict anemia and malaria in chil-
dren, Boubaker Sue et al. [16] concentrated on 

investigating social aspects that are thought to be signifi-
cant contributors in children's health. The data set utilized 
for the Demographic and Health Surveys (DHS) carried out 
in Senegal in 2015 and 2016 provided the data for this in-
vestigation. The ANN predicted anemia with an accuracy 
of 84.17% and malaria with a precision of 94.74%.  
In [17], WEKA is employed to create an appropriate clas-
sifier for the creation of a mobile application that can an-
ticipate and diagnose remarks made in hematological data. 
The J48 and Naive Bayes classifiers were put to the test 
against neural network classification techniques by the au-
thors. The findings reveal that the J48 classifier has the 
highest level of accuracy. 
A decision support system was developed by authors in 
[18] to diagnose iron-deficient anemia using a decision tree 
algorithm. This system takes into account ferritin, serum 
iron- list capacity, and the three hematological parameters. 
The evaluation was grounded in data from 96 cases, and the 
issues were favorably compared to the doctor's decision. 
Estimating hemoglobin levels is a crucial stage in any 
blood analysis work [19], and it also establishes whether a 
person is anemic. In research [15], hemoglobin levels were 
determined, and anemia was identified using blood test fea-
tures and a machine learning model. 9004 records make up 
the dataset, of which 6753 were utilized for training and 
2251 for testing. Three different machine learning algo-
rithms—DT, NB, and NN—as well as a hybrid classifier, 
which combines all three methods, were used. Additionally, 
the performance of the methodology was evaluated using 
the MAE and RMSE approaches. According to the MAE 
findings, the hybrid classifier had an accuracy of 0.996% 
and the best RMSE value of 0.015 [15]. 
In [20], authors used machine learning algorithms such as 
Random Forest, SVM and others to predict whether the pa-
tient is anemic or not. They developed a classification-
based ML model and used it to forecast a patient's anemia 
using crucial CBC test data. 
As can be seen until now, the predictive power of machine 
learning has increased incredibly, so many of the studies 
have used several ML methods such as Support Vector Ma-
chine, Random Forest, Naïve Bayes, Decision trees and 
Multi-Layer Perceptron to build a model to predict a person 
is anemic or not. So, in this paper, we are going to use some 
of these algorithms to make a predictive model and choose 
the best algorithms according to their accuracy in order to 
use them or combine it to predict another type of anemia or 
other diseases soon. 
 
3. About the dataset 
In this section, an introduction describes the dataset used 
and its characters and gives information about them. The 
dataset used in this paper was collected from Kaggle [21]. 
This anemia prediction dataset is based on CBC test data of 
8544 records. It consists of 5 parameters and one label: 
Gender, Hemoglobin, MCH, MCHC, MCV, Result (Label) 
and here is a brief description of them: 
Gender: Given that male and female blood parameters and 
limitations alter and change, gender is an essential param-
eter that must be considered [3]. In this dataset, 0 is en-
coded as male and 1 as female. 
MCH: The abbreviation "MCH" stands for "mean corpus-
cular hemoglobin." It is the average concentration of hemo-
globin, a protein that transports oxygen throughout your 
body [3], in each of your red blood cells. 
MCHC: MCHC, which stands for "mean corpuscular he-
moglobin concentration," is a metric comparable to MCH. 
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The average quantity of hemoglobin in a collection of red 
blood cells is measured by MCHC. Both MCHC and MCH 
may be used by a physician to identify anemia [20]. 
MCV: Mean corpuscular volume, or MCV, is a medical 
term. In essence, this blood test calculates the red blood 
cells' average size. We may learn whether our red blood 
cells are too small or too big with this test, which can indi-
cate any blood illness like anemia.  
Hemoglobin: This measurement reveals how much oxy-
gen is in our blood. It is essentially a protein that can 
transport oxygen throughout the body. It is also a crucial 
factor in the prediction of anemia. Anemia is commonly de-
scribed as having hemoglobin levels of less than 13.5 g/dl 
in males and less than 12.0 g/dl in females [20]. 

Result: Result here means whether the person is anemic or 
not (0 for not anemic and 1 for anemic). 

All parameters in our dataset are numerical. Table 1 shows 
a random sample of the dataset. 

Table 1 Random dataset samples 

Gender Hemoglobin MCH MCH
C 

MCV Result 

1 13.8 33 96 31.7 0 
0 12.6 34.4 72.8 25.1 1 
0 11 34.9 83.3 29.1 1 
0 13.4 33.5 79.1 26.5 0 
1 15.4 33.8 94.1 31.7 0 
0 10 33.3 93 31 1 
0 12.8 33.6 87.2 29.2 1 

 
4. Proposed Methodology 

The proposed methodology is divided into three phases: 
I) Data pre-processing. II) Classifying using different 
ML algorithms. III) Measure performance. This section 
is a summary of these phases. See figure 1. 

     
         Fig. 1.Proposed Methodology 

4.1 Data Preprocessing 
The data in its normal condition is an unbalanced dataset as 
the majority of most medical datasets [22],and as a result, 
it will affect the prediction models will be used as the mod-
els that will be biased towards the majority class only, 
which here is not anemic (0), and as a result, the predictive 
model built won’t give a good accuracy in the prediction of 
the minority class, so with the use of random under sam-
pling  we have made a balanced dataset with 5808 records 
with 50% for anemic results and 50% for not anemic re-
sults. In addition, missing values were added to the dataset 
to help the model train missing values to get a high preci-
sion and accuracy. 
4.2 Data Cleaning 
The duplicate data and the missing data are examined at 
this stage of the pre-processing procedures.Fig.2 below 
shows the sum of missing data in the dataset for each col-
umn. As shown in the figure, there are 35 missing values. 

 

Fig.2. Number of missing data in each column in the dataset be-
fore cleaning 

There are numerous approaches for handling missing val-
ues, such as by substituting the value with the attribute's 
median, mean, or mode. In this study, the SimpleImputer 
[23] was used with the mean strategy, as the mean value for 
each feature column is used to fill in for a feature's missing 
value. Additionally, it was made sure that no values were 
repeated or missing, as shown below in Figure 3. 
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Fig.3.Number of missing values after cleaning 

Now that the data is cleaned, we can progress with our 
study. 
 
4.3 Data Splitting 
When a machine learning model fits its training data too 
well and cannot reliably fit fresh data, it is said to be overfit. 
In order to avoid overfitting, data splitting is widely uti-
lized in machine learning. A machine learning model often 
divides the initial data into two or three. The three sets that 
are usually utilized are the training set, the validation set, 
and the testing set. The piece of data used to train the model 
is known as the training set. In order to improve any of its 
parameters, the model must observe and learn from the 
training set. The validation set is a data collection of exam-
ples used to alter the settings for the learning process. The 
objective of this data set is to rate the model's accuracy, 
which can aid in model selection. The data set that is tested 
in the final model and contrasted with the earlier data sets 
is known as the testing set. The testing set serves as an as-
sessment of the chosen algorithm and mode. 
Firstly, we must divide the dataset into two parts to make it 
easier to deal with the data. One part is called X which con-
sists of the 5 parameters of the CBC data (Gender, Hemo-
globin, MCH, MCHC, MCV) and the other part is called y 
and it’s our label (Result). Then we can split our data. In 
this study, the data were split into two parts: train and test 
with a ratio 70:30, as shown in figure.4. 
 

 

 

 
4.4 Feature Selection 
Finding the optimum collection of features that can be uti-
lized to build practical models is the goal of employing fea-
ture selection strategies in machine learning. It includes de-
termining each input variable's link to the target variable 
using a set of evaluation criteria before choosing the input 
variables with the strongest relationships. Feature selection 
helps to reduce noise in the data and is used to decrease the 
size of the dataset, increase decision accuracy, and shorten 
the time needed to complete the ML training process. The 
filter approach, wrapper approach, embedding approach, 
and hybrid approach are the four basic feature selection 
methodologies [24]. One of the most common machine 

learning techniques is random forests. They are highly ef-
fective because they often have strong predictive accuracy, 
little overfitting, and are simple to understand. The fact that 
it is simple to determine the significance of each variable 
on the tree decision contributes to this interpretability. In 
other words, it is simple to calculate the percentage of the 
choice that each variable contributes. 
Using a random forest to choose features falls under the 
heading of embedded approaches which combine between 
wrapper and filter methods.  
 
So, in this study, Random Forest (RF) is used as a feature 
selection method. As a result, Figure 5 shows the im-
portance of each feature in the dataset in a visualization 
chart as shown below, the most important feature is the one 
with index 1, which is hemoglobin and comes after it the 
gender with index 0 with the rest of the features having very 
low importance to the model. So as a result of the feature 
selection step, hemoglobin and gender were chosen to work 
with their data in the prediction model. 

 

 

4.5 Feature Scaling 
A Feature scaling step is a data preprocessing technique 
used to normalize the range of features or variables in a da-
taset to a similar scale. This prevents features with higher 
values from dominating the model and ensures that all fea-
tures contribute equally to it. When working with datasets 
where the features have multiple ranges, units of measure-
ment, or orders of magnitude, feature scaling is crucial. 
Standardization, normalization, and min-max scaling are 
common methods for feature scaling. The data may be 
shifted to a more uniform scale by using feature scaling, 
making it simpler to create precise and efficient machine 
learning models. 
A Standard Scaler (Standardization) is used in this study, 
which uses the following equation: 

𝑧 = !"#
$

                    (1) 

Where z is the new data, x is the old data, 𝝁 is the mean of 
the feature values, and 𝝈 is the standard deviation of the 
feature values. 
Now that the data has been cleaned, we can work with ML 
algorithms and start working  with the models,and find pre-
dictions. 
 

70%

30%

X_train X_test

70%

30%

Y_train Y_test

      Fig.5. Feature Selection by using Random Forest (RF) 

 

 

Fig.4.Data Splitting 
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4.6 Machine Learning (ML) classification al-
gorithms 

Machine Learning (ML) is concerned with creating algo-
rithms that let computers learn on their own without the 
need to program each rule to make a choice or extract a 
certain pattern. In supervised learning, algorithms build a 
model using inputs (features) and outputs (targets) with the 
goal of producing precise predictions for future data inputs. 
Algorithms learn correlations and patterns that they uti-
lize to anticipate outcomes from fresh data [25]. Classifica-
tion is one of the most significant and popular supervised 
ML approaches. Binary and multiple classification are the 
two forms that depend on the total number of outputs [26]. 
Binary classification was implemented in this study be-
cause we can diagnose and predict whether a person will be 
anemic or not. Six classifiers were used in this study: 
 
 
4.7 Random Forest (RF) 
Random forest (RF) is a classification method based on 
"growing" a group of classifiers with a tree-structure. Each 
classification tree in the forest is used to categorize a new 
individual using the characteristics of that person. Each 
growing tree provides a categorization (or "voting") for a 
class label, and the trees are constructed at random. The 
choice is based on the votes cast by the majority of the 
forest's trees [27].                     
A random forest classifier with a number of estimators of 
1000 was used in this study. 
 
4.8 Decision Tree 
Decision tree is one of the supervised learning approaches 
that is used for classification and regression. It is orga-
nized hierarchically, with a root node, branches, internal 
nodes, and leaf nodes. Each branch node denotes a deci-
sion, while each leaf node denotes a choice among several 
options. The goal of data mining is to uncover as much hid-
den information as possible; hence, this approach is exten-
sively researched. The subject of medicine is one that still 
has a lot of unexplored territory [28]. 
 
3.9 Support Vector Machine (SVM) 
Support vector machines (SVM) are a frequently used ker-
nel-based supervised machine learning approach for classi-
fication issues. It works by maximizing the margin be-
tween the classes, the SVM algorithm builds a hyperplane 
that properly divides the training observations according to 
their class labels. Depending on which side of the hyper-
plane a test observation is on, SVM allocates it to a class 
[29]. Among other algorithms, its contribution is related to 
medicine and medical personnel, improved illness diagno-
sis, better treatment recommendations, and medication dos-
ages. 
SVM can also work as a regressor, but in this study we are 
classifying, so it will not be used, so our concentration will 
be only on Support Vector Classifier (SVC) with a ‘rbf’ ker-
nel, 1500 maximum number of iterations, ’auto’ gamma, 
and C=1.0. 
 
4.10 Logistic Regression (LR): 
LR is a supervised classification technique that fits data to 
a logistic curve to estimate the probability of an occurrence. 
The result is evaluated using a binary variable. In logistic 
regression, several anticipated variables—some of which 
may be categorical or numerical—are employed. LR is 

often employed in the social sciences and in healthcare. It 
is also often used in marketing to determine whether people 
are likely to purchase a product [30]. 
A logistic regression model with a maximum number of it-
erations of 10000 was used in this study. 
 

4.11 K-nearest neighbors (KNN): 
K-NN: The k-nearest neighbors (k-NN) classifier belongs 
to the supervised learning family of algorithms and is a re-
liable and adaptable classifier. Because it does not make 
any explicit assumptions about the distribution of the data, 
k-NN is a non-parametric method. This method classifies 
new instances using a similarity metric and saves all of the 
existing examples. A case is categorized by a majority vote 
of its neighbors, and the case is then put into the class that 
is most prevalent among its k closest neighbors as deter-
mined by a distance function. 
A KNN classifier is used with a number of neighbors of 5 
in this study. 
 
4.12 Multilayer Perceptron MLP: 
The MLP classifier is frequently referred to as a multilayer 
representation perceptron classifier, which denotes a neural 
network itself. MLP accomplishes the classification job 
based on the underlying neural network, in contrast to other 
classification algorithms like SVM and NB. Three layers of 
nodes make up the multilayer sensory structure of MLP: an 
input layer, a hidden layer, and an output layer. The input 
layer is the top layer. The first layer receives the training 
data and multiplies it by weights that have been initialized 
at random. After that, biases are introduced, and the final 
product is then given an activation function. Each layer's 
input data comes from the layer before it, with the excep-
tion of the first layer, and the process is repeated with the 
output being transferred to the following layer [31] [32]. 
Performance Measurements: 
After finishing classifying with all the proposed algo-
rithms, the output of each classification algorithm is visu-
alized and summarized in a confusion matrix. A confusion 
matrix is a table used to describe how well a classification 
system performs. 

 
 

 
As shown in Figure 6, four fundamental properties make 
up the confusion matrix, which is used to provide the clas-
sifier's measurement parameters. These are the four param-
eters: 
TP (true positive): Total number of cases that were pre-
dicted yes and were correctly predicted (in our study, 
means that they really have the disease and the model pre-
dict that correctly). 
TN (true negative): Total number of cases that were pre-
dicted no and were correctly predicted (in our study, it 

    Fig.6. Confusion Matrix 
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means that they don’t have the disease and the model pre-
dicted that correctly). 
FP (false positive): Total number of cases that were pre-
dicted yes and were a wrong prediction (in our study, it 
means that they don’t really have the disease, but the model 
predicted that they did). 
FN (false negative): Total number of cases that were pre-
dicted no and was a wrong prediction (in our study, it 
means that they really have the disease, but the model pre-
dicted that they don’t have it). 
Classification accuracy, precision, recall, specificity, and 
F1-score are called performance metrics. It is calculated for 
comparison and assessment of our suggested methods and 
is calculated as shown below in equations (2), (3), (4), (5), 
and (6), respectively. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = ($%&$')
($%&)%&)'&$')

          (2) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = $%
($%&)%)

                       (3) 

 
𝑅𝑒𝑐𝑎𝑙𝑙 = $%

($%&)')
                             (4) 

 
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑡𝑦 = $'

($'&)%)
                       (5) 

 

𝐹1 = *	.		-./01234	.		./0566
-./021234&./0566

                     (6) 
 

In addition, the receiver operating characteristic curve 
(ROC) curve was also plotted, and the area under the curve 
(AUC) was calculated. 

5 Results and Discussions 
The proposed work was implemented using Python. After 
implementing all the previous steps in our study, we now 
present all the results and performance metrics of each ML 
classifier used. The confusion matrix of the proposed algo-
rithm is shown in Figure 7. And the ROC is shown in Fig-
ure 8. To indicate the improvement of the proposed work 
the results are compares to previous work in table 2. The 
comparison proved the ability of proposed work to predict 
the anemia effectively. 

 

 

 

 

 

 

 

 

 

 

 

Fig.7.Confusionmatrix:(a) Logistic regression, (b) KNN 
classifier, (c) Decision tree classifier, (d) MLP classifier, (e) SVC classifier and (f) Random 

Forest classifier. 

(b)  

 

             (e)   

 

(a) 

  (d) 

 

   (f)            

            (c ) 
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(d) 

Fig.8. ROC: (a) Random Forest classifier, (b) Decision tree classifier, (c) KNN classifier, (d) ) SVC classifier, (e) MLP classifier and (f) 
Logistic regression. 

 
By using the performance metrics equations (2), (3), (4),(5) and (6) on the previous confusion matrix we get this outcomes in 
the following table 2: 

               Table 2 Performance Measurement 

Algorithm Accuracy 
(%) 

Precision 
(%) 

Recall (%) Specificity (%) F1 score (%) 

Ref[16] 94%     

Random Forest 99.94 99.88 1.0 99.88 99.94 

Decision Tree 99.94 99.88 1.0 99.88 99.94 

MLP 99.94 99.88 1.0 99.88 99.94 

KNN 97.47 94.36 97.58 97.36 97.47 

LogisIc regression 99.54 99.08 1.0 99.08 99.54 

SVC 98.73 97.96 99.54 97.93 98.74 

 

 

(e)  

 

(a) (b) (c ) 
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As a result of the metrics in Table 2 above, we can observe 
that our prediction models’ results are excellent and even 
exceed expectations. As observable, the Random Forest 
(RF), Decision Tree (DT), and Multilayer Perceptron 
(MLP) have recorded an excellent accuracy of 99.94%. In 
comparison with the accuracy of the SVC and Random 
Forest algorithms used in [20], we have a higher accuracy 
using the same dataset and the same parameters, which is a 
good result in the end. 
6 Conclusion and Future work 
In this work, we examine six alternative classifiers' effec-
tiveness in predicting anemia . The experimental outcome 
on a test dataset indicates that Random Forest, MLP, Deci-
sion Tree, and Logistic regression perform best in terms of 
accuracy from KNN and SVC. Automatic prediction can 
lessen the amount of manual work required for diagnosis. 
In the future, automated technologies may be created to as-
sist in suggesting additional diagnoses based on the predic-
tions. These automated tools may be useful in the early 
identification of more serious diseases. Additionally, such 
a disease prediction system can be expanded to include 
therapy recommendations. 
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